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ABSTRACT

This article surveys and discusses human interaction with automated
control systems that employ modes. We focus our discussion on the
features of the control system that lead to mode confusion and error. We
first provide working definitions of the term “mode” and discuss key
constructs that contribute to mode error, such as mode ambiguity and
user’s expectations. Following this, we discuss human interaction with
automated control systems, in general, and cockpit automation, in
particular. To provide a formal description of human interaction with such
control systems, we introduce a modeling language, Statecharts, which is
used by system engineers to specify complex control systems. We use the
Statecharts language to describe the three types of modes that are
commonly found in modern control systems: interface, functional, and
supervisory modes. Examples from cockpit automation are used to
illustrate each type of mode. The paper concludes with a brief discussion
of the links between the mode constructs and formal representation of
human interaction with control systems.




INTRODUCTION

Mode: (1) manner of acting or doing; method; way. (2) the natural disposition or
the manner of existence or action of anything: form." (Source: Latin.
modus—measure or manner.) Webster’s Dictionary, 1994.

Much attention has recently been devoted to the issue of human interaction with complex,
dynamic, and highly automated control systems. These complex control systems are
found on board aircrafts, ships, and in military command-and-control centers. The human
factors research community has learned from field studies and empirical investigations
that certain aspects of automatic control systems are problematic to users (Billings,

1996). Three factors are commonly cited: (1) The interface to the operator (e.g., pilot)
may not always provide adequate information about the configuration of the machine; (2)
intricate and confusing interactions may exist among the many components of a complex
machine; (3) the operator has an insufficient (mental) model of the machine’s behavior
(Woods, Sarter, & Billings, 1997).

These factors may limit the operator’s ability to anticipate the future behavior of the
machine. That is, following either a manually triggered event (e.g., setting a parameter),
or an automatically triggered event (e.g., reception of an electronic signal), the operator
may be unable to predict the next configuration of the machine. The user’s inability to
resolve the next configuration of the machine leads directly to confusion and error.

In modern control systems, a mode is a common architecture for grouping several
machine configurations under one label. The set of modes in a control system
corresponds to a set of unique machine behaviors. The operator interacts with the
machine by switching among modes manually, or monitoring the automatic switching
triggered by the machine.

However, our understanding of modes and their potential contribution to confusion and
error is still far from complete. For example, Johnson & Engelbeck (1989) demonstrated
that there is widespread disagreement among user interface designers and researchers
about what modes are, independent of how they affect users. This blurred vision, found
not only in the human-computer-interaction domain, impedes our ability to develop
methods for representing and evaluating human interaction with control systems. This
limitation is magnified in high-risk systems such as automated cockpits (Abbott, Slotte,
& Stimson, 1996), for which there is an urgent need to develop methods that will allow
designers to identify, early in the design phase, the potential for error.

In the ensuing discussion, our focus is on the unique features of the machine that lead to
confusion and error. Other important factors such as human attention and perception, as
well as display layout and coding of information, are beyond the scope of this paper. The
discussion is set in the context of human interaction with computers and devices, in
general, and pilots’ interaction with modes of the Automatic Flight Control System, in
particular.



MODES: DEFINITIONS AND CONSTRUCTS

Mode Behavior

One of the first treatments of modes came from the science of cybernetics —the
comparative study of human control systems and complex machines. Ashby (1956/1964)
set forth the construct of a machine with different behaviors. The following is a
simplified description of Ashby’s construct: A given machine may have several
components (e.g., X1, X2, X3). For each component there is a finite set of states. On
Startup, for example, the machine initializes itself so that the active state of component
X1 is a, X2 is f, and X3 is k (see Table 1). The vector of states (a, f, k) thus defines the
machine’s configuration on Startup. Once a built-in test is performed, the machine can
move from to Startup to Ready. The transition to Ready can be defined so that for
component X1, state a undergoes a transition and becomes b; for X2 state f transitions to
g, and for X3, k changes to /. The new configuration (b, g, 1) defines the Ready mode of
the machine. Now, there might be a third set of transitions, for example, to Engaged (c, h,
m), and so on.

Table 1. A Machine With Different Behaviors

X1 X2 X3
Startup a f k
Ready b g 1
Engaged c h m

The set of configurations labeled Startup, Ready, and Engaged, if embodied in the same
physical unit, corresponds to a machine with three different ways of behaving. A real
machine whose behavior can be so represented is defined by Ashby as a machine with
input. The input triggers the machine to change its behavior (Ashby, 1956/1964, Chap.
4).

One source of input to the machine is manual —i.e., the user selects the mode (e.g., by
turning a switch), and the corresponding transitions take place. But there can be another
type of input: If some other machine selects the mode, the input is “automatic.” More
precisely, the output of the other machine becomes the input to our machine. For
example, a separate machine performs a built-in test and outputs a signal that causes the
machine in Table 1 to transition from Standby to Ready, automatically. In Ashby’s
terminology, the two machines are coupled (p. 48).

For the purposes of this discussion, we define a mode as a machine configuration that
corresponds to a unique behavior. This is a very broad definition of the term. But later in
this paper we will constrain this definition from our special perspective: user interaction
with control systems that employ modes.



Mode Error and Ambiguity

Donald Norman, in his 1981 paper “Categorization of Action Slips,” coined the term
“mode error” (but see also Reason & Mycielska, 1982). In Norman’s scheme, mode
errors fall into a class of errors that involve forming and carrying out an intention. That
is, when a situation is falsely classified, the resulting action may be one that was intended
and appropriate for the perceived or expected situation, but inappropriate for the actual
situation (p. 6).

Nevertheless, there remains an open question as to what kind of situations lead to mode
error. Thimbleby (1982) addressed this issue by studying the design of modes in a word
processor. Specifically, he looked at situations in which the user’s input has different
interpretations, depending on the mode. For example, in one word processing application,
the keystroke d can be interpreted as either (1) the literal text “d,” or (2) as the command
“delete.” The interpretation depends on the word processor’s active mode: either Text or
Command.

Similar examples exist in cockpit automation. For example, there are two types of speeds
in the Automated Flight Control System (AFCS): Mach and Indicated Air Speed.
Rotating the speed knob on the interface can be interpreted as a new Mach value or new
Indicated Air Speed value, depending on the active mode. This type of design, in which
the same user input elicits two different interpretations, is defined by Thimbleby as mode
ambiguity.

User Expectations

Monk (1986) linked mode ambiguity to mode error by interjecting the notion of user
expectations. In his view, “mode ambiguity” will result in mode error only when the user
has a false expectation about the result of his or her actions (p. 314). Monk makes a
distinction between two types of ambiguity —one that leads to mode error, and one that
doesn’t. An example of mode ambiguity that does lead to mode error is a time-sharing
operating system in which keystrokes are buffered until the “Return” or “Enter” key is
pressed. However, when the buffer gets full, all subsequent keystrokes are ignored.

This feature leads to two possible outcomes—all or only a portion of the keystrokes will
be processed. The two outcomes depend on the state of the buffer (not full, full). Since
the state of the buffer is unknown to the user, false expectations may occur. The user’s
action—hitting the “Return” key and seeing only part of what was keyed on the screen
(because the buffer has already filled up)—is therefore a “mode error.”

An example of mode ambiguity that does not lead to mode error is a common end-of-line
algorithm which determines the number of words in a line. An ambiguity is introduced
because the criteria for including the last word on the current line, or wrapping to the next
line, are unknown to the user (e.g., a four-letter word may stay on the current line, but a
five-letter word may be wrapped automatically to the next line).

Nevertheless, as long as the algorithm works reasonably well, the user will not complain.
Why? Because he or she has not formed any expectation about which word will stay on
the line or scroll down, and either outcome is usually acceptable. Therefore, mode error
will not take place, even though mode ambiguity does indeed exist.
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It remains, however, an open question as to how one can reliably predict user
expectations (Monk, p. 314). In the following sub-sections we extend the above
constructs by discussing three elements that can be used to evaluate user expectations: (1)
the user’s task, (2) the user’s knowledge, and (3) the user’s ability to sense inputs that
prompt mode transition (Degani, 1996).

User Tasks

One important element that constrains user expectations is the task at hand. If discerning
between two or more different machine configurations is not part of the user’s task, mode
error will not occur. Consider, for example, the radiator fan of your car. Do you know,
always, what configuration (Off, On) it is in? The answer, of course, is no. There is no
such indication in most modern cars. The fan mechanism changes its mode automatically
depending on the output of the water temperature sensor. Mode ambiguity exists because
at any point in time, the fan mechanism can change its mode or stay in the current mode.

The configuration of the fan is completely ambiguous to the driver. But does such mode
ambiguity lead to mode error? Not at all, because monitoring the fan configuration is not
part of the driver’s task. Therefore, the user’s task is an important determinant of which
machine configurations must be tracked by the user and which machine configurations
need not be tracked (and therefore need not be indicated on the display).

User Knowledge

A second element that is part of the assessment of user expectations is user knowledge
about the machine’s behaviors. By this, we mean that the user constructs some mental
model of the machine’s “response map” (but see also other treatments of this issue in the
mental models literature —Gentner & Stevens, 1983; Stenning & Oberlander, 1995). This
mental model allows the user to track the machine’s configuration, and most importantly,
to anticipate the next configuration of the machine. Specifically, our user must be able to
predict what the new configuration will be following a manually triggered event or an
automatically triggered event.

The problem of reliably anticipating the next configuration of the machine becomes
difficult when the number of transitions between configurations is large. Another factor
in user knowledge is the number of conditions, that must be evaluated as TRUE, before a
transition from one mode to another takes place (Mett, Crowe, & Strain-Clark, 1994, pp.
96, 243, 295). For example, the Automated Flight Control Systems of modern aircraft can
execute a fully automatic (hands-off) landing. Several conditions (two engaged
autopilots, two navigation receivers tuned to the ILS frequency, identical course set, and
more) must be TRUE before the aircraft will execute automatic landing.

Therefore, in order to reliably anticipate the next mode configuration of the machine, the
user must have a complete and accurate model of the machine’s behavior, including its
configurations, transitions, and associated conditions. This model, however, does not
have to be complete in the sense that it describes every configuration and transition of the
machine. Instead, as discussed earlier, the details of the user’s model must be merely
sufficient for the user’s task—a much weaker requirement.



Sensing of Triggering Events.

The third element in the assessment of user expectations is the user ability to sense the
condition(s) that trigger a transition. Specifically, the user must be able to first sense the
events (e.g., Flight Director is engaged; aircraft is more than 400 feet above the ground)
and then evaluate whether or not the transition to a mode (e.g., Vertical Navigation) will
take place. These events are usually made known to the user through an interface.
Nevertheless, there are more than a few control systems in which the interface does not
depict the necessary input events. Such interfaces are said to be incorrect (Degani &
Heymann, forthcoming).

In large and complex control systems, the user may have to integrate information from
several displays in order to evaluate whether the transition will take place or not. For
example, one of the conditions for a fully automated landing (autoland) in a two-engine
jetliner is that two separate electrical sources must be online, each one supplying its
respective autopilot (two autopilots are necessary for executing an autoland). This
information is external to the Automatic Flight Control System, in the sense that it
involves another aircraft system (electrical). The user’s job of integrating events, some of
which are located in different displays, is not trivial. One important requirement for an
efficient design is for the interface to integrate these events and provide the user with a
succinct cue.

In summary, we have discussed three elements that help to determine whether a given
mode ambiguity will or will not lead to false expectations. First is the relationship
between mode ambiguity and the user’s task. If distinguishing between modes (e.g.,
radiator fan On or Off) is not part of the user’s task, no meaningful errors will occur.
Second, in cases where mode ambiguity is relevant to the user’s task, we assess the user’s
knowledge. If the user has an inaccurate and/or incomplete model of the machine’s
response map, he or she will not be able to anticipate the next configuration and mode
confusion will occur. Third, we evaluate the user’s ability to sense input events that
trigger transitions. The interface must provide the user with all the necessary input
events. If it does not, no accurate and complete model will help—the user may know
what to look for but will never find it. As a result, confusion and mode error will occur.

The constructs described above are measurable aspects of human interaction with
machines. As such, they can be used to form the foundation of a systematic and
quantitative analysis, as we shall briefly discuss in the Conclusion section. But before
such an analysis can be undertaken, some form of representation is needed. In the next
section we shall discuss both a classification scheme for the type of modes found in
complex control systems, and a modeling language, Statecharts, that can be used to
represent human interaction with these systems.

REPRESENTATION AND CLASSIFICATION OF MODES

We continue by considering and elaborating on the basic definition of mode from our
own perspective: user interaction with automated control systems. To this end, we
propose a classification that encompasses three types of modes: (1) Interface modes that
specify the behavior of the interface, (2) Functional modes that specify the behavior of
the various functions of a machine, and (3) Supervisory modes that specify the level of
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user and machine involvement in supervising the process. Before we proceed to discuss
this classification, we shall briefly describe a modeling language, Statecharts, that will
allow us to represent these modes.

Statecharts

It is well recognized, in both the research literature and in practice, that a State Machine
model is a natural medium for describing the behavior of a mode-based system (Jacob,
1983; Sherry & Ward, 1995). A basic fragment of such a description is a state transition
which captures the states, conditions, and transitions in a system, e.g., “while the aircraft
is in Cruise mode (current state), and button x is pressed and the descent profile is armed
(two conditions), the aircraft enters Descent mode (new state).”

The Statecharts language is a visual formalism for describing states and transitions in a
modular fashion by extending the traditional Finite State Machine to include three unique
features: hierarchy, concurrency, and broadcast (Harel, 1988). Hierarchy is represented
by sub-states encapsulated within a super-state. Concurrency is shown by means of two
(or more) independent processes working in parallel. The Broadcast mechanism allows
for coupling of components, in the sense that an event in one end of the network can
trigger transitions in another. These features of Statecharts will be further explained in the
following examples.

Interface Modes

In the Human Computer Interaction (HCI) literature, most authors consider modes a
method for changing the format of the interface. The user’s input to the computer is
interpreted differently according to the active mode (Poller and Garter, 1984; Tesler,
1981; Thimbleby, 1990, Chap. 11). Consider, for example, the Mode Control Panel
(MCP) of a Boeing B-757. The MCP is the interface through which the pilots interact
(e.g., by commanding mode changes and setting parameters) with the Automatic Flight
Control System of the aircraft. Specifically, we will discuss here the “Speed Intervene”
function and associated knob. While the fully automatic Vertical Navigation (VNAV)
mode is active, the speed parameter is obtained from the Flight Management Computer,
which computes the most economical speed for the particular flight regime. Yet another
option, called Speed Intervene, allows the pilot to override the Flight Management
Computer input and manually enter a different speed by pressing the speed knob and then
dialing in the desired speed to the Mode Control Panel.

Figure 1 is a modeling structure of an interface mode. It has three concurrently active
processes (separated by a broken line): speed knob behavior, speed knob indicator, and
speed window display. The behavior of the speed knob (middle process) is either
“Normal” or “Pushed-in.” (These two states are depicted, in the Statecharts language, by
two rounded rectangles). The initial state of the speed knob is Normal (indicated by the
small arrow above the state), but when momentarily pushed, the speed knob engages or
disengages the Speed Intervene sub-mode of the Vertical Navigation (VNAV) mode. The
transition between Normal and Pushed-in is depicted by a solid arrow and the label
“Push” describes the triggering event (we shall describe the /b later). The transition back
to Normal occurs immediately as the pilot lifts his or her finger (the knob is spring
loaded).
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Figure 1. Interface Mode

The left-most process shown in Figure 1 is the speed knob indicator. In contrast to many
such knobs that have indicators, the B-757 speed knob itself has no indicator and
therefore is depicted as a single (blank) state. The right-most process is the speed window
display that can be either closed or open. After VNAYV is engaged, the speed window
display is closed (implying that the source of the speed is from another component—the
Flight Management Computer). After VNAYV is disengaged, and a semi-automatic mode
such as Vertical Speed is active, the speed window display is open and the pilot can
observe the current speed value and enter a new speed value. This logic is depicted in the
speed knob indicator process in Figure 1: transition d1 from Closed to Open is
conditioned by the event “disengaging VNAV,” and d2 will take place when the pilot is
“engaging VNAV.”

When in Vertical Navigation mode, the pilot can engage the Speed Intervene sub-mode
by pushing the speed knob. This event, “push,” (which can be seen in speed knob
behavior process) triggers event b, which is then broadcast to other processes. Being in
VNAYV and sensing event b (“in VNAYV and b”) is another (.OR.) condition on transition
d1 from Closed to Open. Likewise, it is also the condition on transition d2 which takes us
back to Closed. To this end, the behavior of the speed knob is circular; the pilot can push
the knob to close and push it again to open, ad infinitum.

As explained above and seen in Figure 1, there are two sets of conditions on the
transitions between Close and Open. Of all these conditions, one—namely “disengaging
VNAV”—is not always directly within the pilot’s control; it sometimes takes place
automatically (e.g., during a transition from VNAV to the Altitude Hold mode). Manual
reengagement of VNAYV will cause the speed parameter in the speed window to be
replaced by the economy speed computed by the Flight Management Computer. If the
speed value in the speed window was a restriction required by ATC, the aircraft will now
accelerate/decelerate to the computed speed and the ATC speed restriction will be
ignored! (See Degani & Kirlik, 1995, for an analysis of such documented incidents).

Functional Modes

When we survey the use of modes in devices, an additional type of mode emerges—the
functional mode—which refers to the active function of the machine that produces a
distinct behavior (Johnson, 1990; Cook, Potter, Woods, and McDonald 1991). An
automatic gearshift mechanism of a car is one example of a machine with different modes
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(e.g., Neutral, Reverse, Drive), each one defining different behaviors (idle, backward,
forward).

As we move into discussion of functional modes and their use in machines that control a
timed process, we encounter the concept of dynamics. In dynamic control systems, the
configuration and resulting behavior of the machine are a combination of a mode and its
associated parameter (e.g., speed, time) (Lambregts, 1983). Referring back to our car
example, the active mode is the engaged gear (e.g., Drive) and the associated parameter is
the speed that corresponds to the angle of the accelerator pedal (e.g., 65 miles per hour).
Both mode (Drive) and parameter (65 miles per hour) define the configuration of the
mechanism.

Figure 2 depicts the structure of a functional mode in the dynamic automated control
system of a modern airliner. Two concurrent processes are depicted in this modeling
structure: (1) modes, and (2) parameter sources.

¢ vertical a fapilod ™
(Modes)
speed
Vertical {Parameter)
Mavigation
flight management
computer
.l'k titude
. Hold ;
m _ miode cantrol ) -
4 Wertical
ll\ Speed y
.
k.

Figure 2. Functional Mode

Three modes are depicted in the vertical modes super-state in Figure 2: Vertical
Navigation (VNAV), Altitude Hold, and Vertical speed (the default mode). All are
functional modes related to the vertical aspect of flight. The speed parameter can be
obtained from two different sources: the Flight Management Computer or the Mode
Control Panel. The default source of the speed parameter (indicated by the small arrow)
is the Mode Control Panel. As mentioned in the discussion on interface modes,
engagement of Vertical Navigation via the Mode Control Panel will cause a transition to
the Flight Management Computer as the source of speed. This can be seen in Figure 2
where transition m2 will trigger event rv1, that, in turn, triggers an automatic transition
(depicted as a broken line) from “mode control panel” to “flight management computer.

2

In many dynamic control mechanisms, some mode transitions trigger a parameter source
change while others don’t. Such interdependency appears to be a consistent source of
confusion to operators (Degani, 1996, Chap. 5).



Supervisory Modes

The third type of mode we discuss here is supervisory modes (sometimes also referred to
as “participatory” or “control” modes (Wickens & Kessel, 1979; Kirlik, 1993). Modern
automated control mechanisms usually allow the user flexibility in specifying the level of
human and machine involvement in controlling the process (Sheridan, 1992). That is, the
operator may decide to engage a manual mode in which he or she is controlling the
process; a semi-automatic mode in which the operator specifies target values, in real
time, and the machine attempts to maintain them; or fully automatic modes in which the
operator specifies in advance a sequence of target values (i.e., parameters) and the
machine executes these automatically, one after the other.

Figure 3 is an example of a supervisory mode structure that can be found in many control
mechanisms, such as the automated flight control system, cruise control of a car, and
robots on assembly lines. The modeling structure consists of hierarchical layers of super-
states, each with its own set of modes.
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Figure 3. Supervisory Mode

The supervisory modes in the Automated Flight Control System (AFCS) are organized
hierarchically. Three main levels are described in Figure 3. The highest level of
automation is the Vertical Navigation mode (level 3), depicted as a super-state at the top
of the mode pyramid. Two sub-modes are encapsulated in the Vertical Navigation
mode— VNAYV Speed and VNAV Path—each one exhibiting a somewhat different
control behavior. One level below (level 2), are two semi-automatic modes: Vertical
Speed and Altitude Hold.
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One mode in the AFCS, Altitude Capture, can only be engaged automatically —no direct
manual engagement is possible. This mode engages automatically when the aircraft is
beginning the level-off maneuver to capture the selected altitude. When the aircraft is
several hundred feet from the selected altitude, an automatic transition from any climb
mode (e.g., Vertical Navigation or Vertical Speed) to Altitude Capture takes place (m3).
Finally, when the aircraft reaches the selected altitude, a transition back from Altitude
Capture to Altitude Hold mode also takes place automatically (m4)

In summary, we have illustrated a modeling language, Statecharts, for representing
human interaction with control systems, and proposed a classification of three different
types of modes that are employed in computers, devices, and supervisory control
systems: Interface modes that change display format (e.g., Text and Command modes in
a word processor). Functional modes allow for different functions (e.g., Reverse, Neutral,
and Drive in a gear shift mechanism of a car) and their associated parameters (e.g.,
speed). Last are supervisory modes that specify the level of supervision (manual, semi-
automatic, and fully automatic) in the human-machine system (but see Leveson, Pinnel,
Sandys, Koga, & Reese, 1997, for another classification scheme). The three types of
modes described here are essentially similar, in that they all define the manner in which a
certain component of the machine behaves. The component may be the interface only, a
function of the machine, or the level of supervision. This commonality brings us back to
our general working definition of the term “mode” —a machine configuration that
corresponds to a unique behavior.

SUMMARY AND CONCLUSIONS

In this paper our focus has been on the features of the machine that may lead to mode
confusion and error in user-machine interactions. On the machine side we have discussed
the constructs of mode behavior and mode ambiguity. On the user side we have discussed
user expectations, which are influenced by three factors: the user’s task, the user’s
knowledge of the machine’s behavior, and the user’s ability to sense triggering events.

But no systematic evaluation of human interaction with automated control systems can
take place unless some representation is available. The building blocks of the
representation suggested in this paper are the Statecharts language and the three modeling
structures (interface, functional, and supervisory). The representation is oriented toward
the user’s perspective (but it can be refined to include more detail).

Now we can combine our understanding of the constructs that lead to mode error with a
formal description of control systems. The first question that can be asked is whether the
display allows the user to discern between machine configurations that are part of the
user’s task. Second, one can compare the user’s model of the machine’s behavior with
these configurations, and ask whether the user’s model makes it possible to predict the
next configuration of the machine. Last, one can ask whether the display provides the
user with all the information necessary to reliably predict when a transition will take
place. Such analysis can highlight mismatches between the behavior of the machine and
the corresponding information provided to the user via the interface (e.g., display) and
training materials (e.g., manuals).
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We believe that the mode constructs described in this paper and a State Machine
modeling language such as Statecharts, provide the foundation and basic tools for
systematic and formal evaluations of human interaction with control systems. The
continuing search, we argue, must be for a systematic and formal analysis that will allow
designers to identify the potential for mode error early in the design phase.

In conclusion, most complex control systems include modes, and their use will only
increase in the foreseeable future. Mode confusion and error contribute to mishaps and
fatalities in the operation of these systems. Only a combination of methodologies, some
from very different disciplines, can provide us with effective resources to address this
problem. This is our challenge.
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